Developing a temperature-driven map of the basic reproductive number of the emerging tick vector of Lyme disease *Ixodes scapularis* in Canada
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**A B S T R A C T**

A mechanistic model of the tick vector of Lyme disease, *Ixodes scapularis*, was adapted to a deterministic structure. Using temperature normals smoothed by Fourier analysis to generate seasonal temperature-driven development rates and host biting rates, and a next generation matrix approach, the model was used to obtain values for the basic reproduction number (*R₀*) for *I. scapularis* at locations in southern Canada where the tick is established and emerging. The *R₀* at Long Point, Point Pelee and Chatham sites where *I. scapularis* are established, was estimated at 1.5, 3.19 and 3.65, respectively. The threshold temperature conditions for tick population survival (*R₀* = 1) were shown to be the same as those identified using the mechanistic model (2800–3100 cumulative annual degree days > 0 °C), and a map of *R₀* for *I. scapularis*, the first such map for an arthropod vector, was drawn for Canada east of the Rocky Mountains. This map supports current risk assessments for Lyme disease risk emergence in Canada. Sensitivity analysis identified host abundance, tick development rates and summer temperatures as highly influential variables in the model, which is consistent with our current knowledge of the biology of this tick. The development of a deterministic model for *I. scapularis* that is capable of providing values for *R₀* is a key step in our evolving ability to develop tools for assessment of Lyme disease risk emergence and for development of public health policies on surveillance, prevention and control.

© 2012 Elsevier Ltd. All rights reserved.

**1. Introduction**

The black-legged tick, *Ixodes scapularis* Say (1821), is the primary vector of *Borrelia burgdorferi*, the bacterial agent of Lyme disease, in eastern and mid-western United States, where > 23,000 Lyme disease cases occur annually (Bacon et al., 2008). Northward invasive spread of the tick vectors from United States endemic foci Dennis et al. (1998) to non-endemic Canadian habitats is currently a public health concern (Ogden et al., 2009). Lyme disease risk is changing rapidly in Canada (Leighton et al., 2012). A decade ago *I. scapularis* populations were geographically restricted to specific locations on the north shores of Lake Erie and Lake Ontario, one location in southeast Manitoba and one location in Nova Scotia (Ogden et al., 2005). However, more recently *I. scapularis* tick populations have been identified in multiple locations in southern Manitoba, New Brunswick and Nova Scotia and is spreading widely in some areas of southern Ontario and Quebec (Leighton et al., 2012). In addition, “adventitious” ticks can be found over a wide geographic range of...
Canada (Ogden et al., 2006). These are ticks that are dispersed from reproducing tick populations by hosts (particularly migratory birds: Klich et al., 1996; Morshed et al., 1999; Ogden et al., 2008a). Where climate conditions, host densities and habitat are suitable for establishment these adventitious ticks may seed new, reproducing and self-sustaining tick populations (Ogden et al., 2008c). The conditions under which tick populations can persist may be summarized by the basic reproduction number \( R_0 \), a key value in the field of infectious disease epidemiology for assessing the conditions under which micro- or macro-parasites can persist in nature. For microparasites it is defined as the average number of secondary cases produced by one infectious primary case in a totally susceptible population and for macroparasites it is defined as the number of new female parasites produced by a female parasite when there are no density dependent constraints acting anywhere in the life cycle of the parasites (Anderson and May, 1991).

Analysis of a simulation population model of *I. scapularis* (Ogden et al., 2005, 2006, 2008a) suggested that temperature conditions were limiting the establishment of *I. scapularis* in Canada, but that climate change (IPCC, 2001) will permit or accelerate the spread of the tick and Lyme disease risk in Canada, as may be expected for other species (Githeko et al., 2000; Parmesan and Yohe, 2003). Climate affects the survival of tick populations in several ways. First, climate indirectly affects tick survival in being a determinant of the occurrence of suitable communities of vertebrate animal hosts of the ticks, and of vegetation that allows development of a duff layer that provides refuge for off-host ticks from desiccation, drowning and extremes of temperature that can directly kill ticks. Second, host-seeking activity is affected by ambient temperature and humidity. Third, rates of development of ticks from one life stage to the next depend in most cases on temperature, being faster at higher temperature and zero at 0 °C. These factors are reviewed by Ogden et al. (2005) in which they were incorporated into a mechanistic simulation model. Field observations indicate that many woodland habitats in Canada are suitable for survival of ticks off-host, and in such habitats mortality rates of ticks over winter and summer are comparable (Lindsay, 1995; Ogden et al., 2006), most likely because the duff layer insulates ticks from deep freezing in winter and desiccation in the summer.

Ogden et al. (2005) used multiple simulations of their model (Ogden et al., 2005), one for each of a number of locations in southeastern Canada, to obtain a threshold of monthly temperature conditions for *I. scapularis* population survival below which the duration of the lifecycle was too long to support long-term survival for particular field-observed rates of daily per capita mortality of the ticks. This allowed mapping of the geographic extent of limits for *I. scapularis* establishment, development of projected future limits for establishment according to predicted future climate change, as well as risk maps for tick establishment accounting for tick dispersion trajectories (Ogden et al., 2005, 2006, 2008b). These practical and validated outcomes were possible because the simulation model precisely models the effects of temperature (and temperature-independent diapause) as delays in transition from one state to another (e.g. engorged larva to questing nymph) to produce a biologically realistic lifecycle length for the tick given the particular monthly temperature conditions for each location for which a simulation was run. The threshold of temperature condition for tick population survival (i.e. at which the number of ticks is eventually zero) was that at which the lifecycle of the tick is so long that the total number of ticks that die (the sum of daily mortalities) is greater than the number of eggs produced by mated females. This sort of model structure has been used in a number of studies of ticks (Mount and Haile, 1989; Porco, 1999; Dobson et al., 2011) that aim to predict seasons of tick activity and variations in tick abundance in different locations.

This model structure was developed to provide field-comparable values for numbers of ticks as an index of the effective reproductive number at model equilibrium. However, values for \( R_0 \) cannot be obtained from this mechanistic model using existing mathematical techniques such as the next generation matrix method. However, we aimed to derive an analytic formula to calculate \( R_0 \) so we can evaluate the effects of climate and other environmental changes on \( R_0 \). This is desirable because \( R_0 \) is the universally accepted value to describe the propensity for a parasite or microparasite to survive and be propagated. To achieve this aim, here we describe a method of conversion of the model into a periodic system of differential equations to which currently developed algorithms for calculating \( R_0 \) can be applied directly. We then use the derived \( R_0 \) formula for validation of the outcomes of the model, sensitivity analysis and, for the first time, direct estimation of the effects of climate (in terms of ambient temperature) on \( R_0 \) of *I. scapularis* to produce a map of \( R_0 \) for this tick.

### 2. Materials and methods

#### 2.1. Tick (*I. scapularis*) population model and parameterization

To examine the temperature effect on each stage of the tick life cycle, we adapted the tick population model from that of Ogden et al. (2005), which comprises 12 mutually exclusive states of the tick life cycle: egg-lying adult females \( x_1 \), eggs \( x_2 \), hardening larvae \( x_3 \), questing larvae \( x_4 \), feeding larvae \( x_5 \), engorged larvae \( x_6 \), questing nymphs \( x_7 \), feeding nymphs \( x_8 \), engorged nymphs \( x_9 \), questing adults \( x_{10} \), feeding adult females \( x_{11} \) and engorged adult females \( x_{12} \) (Fig. 1). The hosts in the model are a considerable simplification of the community of hosts of *I. scapularis*, but this approach has been found to be adequate in field validation of the previous mechanistic version of the model (e.g. Ogden et al., 2008b). We used the same model framework and many data values from Ogden et al. (2005) however we developed a system that used rates of development and questing activity instead of development durations. This leads to a periodic system of ordinary differential equations rather than a system of delay difference equations. Both types of equations are essentially mathematical simplifications of a complex biological system, but by comparing output from the new model and the original mechanistic model and field observation, we were able to show that the differential equation model developed here adequately describes the biological system for practical purposes and the objectives of our study.

The model comprises equations 12, one for each model compartment:

\[
\begin{align*}
    x_1 &= d_{12}(t)x_{12} - \mu_1(t)x_1, \\
    x_2 &= p(t)(x_1) - (d_2(t) + \mu_2(t))x_2, \\
    x_3 &= d_3(t)x_2 - (d_3(t) + \mu_3(t))x_3, \\
    x_4 &= d_4(t)x_3 - (d_4(t) + \mu_4(t))x_4, \\
    x_5 &= d_5(t)x_4 - (d_5(t) + \mu_5(t,x_5))x_5, \\
    x_6 &= d_6(t)x_5 - (d_6(t) + \mu_6(t))x_6, \\
    x_7 &= d_7(t)x_6 - (d_7(t) + \mu_7(t))x_7, \\
    x_8 &= d_8(t)x_7 - (d_8(t) + \mu_8(t,x_8))x_8, \\
    x_9 &= d_9(t)x_8 - (d_9(t) + \mu_9(t))x_9, \\
    x_{10} &= d_{10}(t)x_9 - (d_{10}(t) + \mu_{10}(t,x_{10}))x_{10}, \\
    x_{11} &= d_{11}(t)x_{11} - (d_{12}(t) + \mu_{12}(t))x_{12}, \\
    x_{12} &= d_{12}(t)x_{12}.
\end{align*}
\]
Here, $x_i' = (d/dt)x_i(t)$ is the derivative of $x_i(t)$ with respect to the time variable $t$.

The parameters and their values are summarized in Table 1, but the key parameters include:

(1) the progression rate $d_i(t)$ from the $i$-th stage to the next stage;
(2) the per-capita daily mortality rate $\mu_i(t)$ for stage $i$
(3) the per-capita daily egg reproduction rate $p(t)$ by egg-laying females;
(4) rates of density-dependent mortality for each feeding stage of the tick $\mu_{5}(t,X5)$, $\mu_{6}(t,X8)$, $\mu_{11}(t,X11)$;
(5) density-dependent (i.e. associated with the density of ticks feeding on adult tick hosts, which are deer) reduction $f(x_{11})$ in fecundity of egg-laying adult females: $f(x_{11})$ is a decreasing function of $x_{11}$.

All parameter values were as for the model of Ogden et al. (2005), i.e. they were derived from laboratory and field studies in the Lyme-endemic woodlands of Long Point, Ontario, by Lindsay and collaborators (Lindsay, 1995; Lindsay et al., 1998). The host population was fixed at 200 rodents and 20 deer as in Ogden et al. (2005).

---

**Table 1.** Model parameter definitions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{1}(t)$</td>
<td>Per capita mortality rate of egg-laying adult females</td>
<td>1</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{2}(t)$</td>
<td>Per capita mortality rate of eggs</td>
<td>0.002</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{3}(t)$</td>
<td>Per capita mortality rate of hardening larvae</td>
<td>0.006</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{4}(t)$</td>
<td>Per capita mortality rate of questing larvae</td>
<td>0.006</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{5}(t,X5)$</td>
<td>Per capita mortality rate of feeding larvae on rodents</td>
<td>$(0.65 + 0.049\ln(1.01 + x_{1}/R))$</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{6}(t)$</td>
<td>Per capita mortality rate of engorged larvae</td>
<td>0.003</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{7}(t)$</td>
<td>Per capita mortality rate of questing nymphs</td>
<td>0.006</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{8}(t,X8)$</td>
<td>Per capita mortality rate of feeding nymphs on rodents</td>
<td>$(0.55 + 0.049\ln(1.01 + x_{4}/R))$</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{9}(t)$</td>
<td>Per capita mortality rate of engorged nymphs</td>
<td>0.002</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{10}(t)$</td>
<td>Per capita mortality rate of questing adults</td>
<td>0.006</td>
<td>O</td>
</tr>
<tr>
<td>$\mu_{11}(t,X11)$</td>
<td>Per capita mortality rate of feeding adults on deer</td>
<td>$(0.5 + 0.049\ln(1.01 + x_{11}/D))$</td>
<td>O</td>
</tr>
<tr>
<td>$p(t)$</td>
<td>Per capita egg production by egg-laying adult females</td>
<td>3000</td>
<td>O</td>
</tr>
<tr>
<td>$f(x_{11})$</td>
<td>Reduction in fecundity of egg-laying adult females</td>
<td>$1 - [0.01 + 0.049\ln(1.01 + x_{11}/D)]$</td>
<td>O</td>
</tr>
<tr>
<td>$d_{1}$</td>
<td>Development rate from eggs to hardening larvae</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{2}$</td>
<td>Development rate from hardening larvae to questing larvae</td>
<td>$1/21$</td>
<td>O</td>
</tr>
<tr>
<td>$d_{3}$</td>
<td>Host attaching rate for questing larvae</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{4}$</td>
<td>Development rate from feeding larvae to engorged larvae</td>
<td>$1/3$</td>
<td>O</td>
</tr>
<tr>
<td>$d_{5}$</td>
<td>Development rate from engorged larvae to questing nymphs</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{6}$</td>
<td>Host attaching rate for questing nymphs</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{7}$</td>
<td>Development rate from feeding nymphs to engorged nymphs</td>
<td>$1/5$</td>
<td>O</td>
</tr>
<tr>
<td>$d_{8}$</td>
<td>Development rate from engorged nymphs to questing adults</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{9}$</td>
<td>Host attaching rate for questing adults</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$d_{10}$</td>
<td>Development rate from feeding adult females to engorged females</td>
<td>$1/10$</td>
<td>O</td>
</tr>
<tr>
<td>$d_{11}$</td>
<td>Development rate from engorged females to egg-laying females</td>
<td>See text</td>
<td>E</td>
</tr>
<tr>
<td>$R$</td>
<td>Number of rodents</td>
<td>200</td>
<td>O</td>
</tr>
<tr>
<td>$D$</td>
<td>Number of deer</td>
<td>20</td>
<td>O</td>
</tr>
</tbody>
</table>

O: Reference Ogden et al. (2005); E: Estimated (see the main text for detailed discussions how they are estimated). All rates are per day unless otherwise stated.
Daily host-finding probabilities varied with host abundance according to the recommendations of Mount et al. (1997) and as calibrated in Ogden et al. (2005) as follows:

\[ P_{\text{qL}} = 0.0013R^{0.515}; \]
\[ P_{\text{qn}} = 0.0013R^{0.515}; \]
\[ P_{\text{qa}} = 0.086(R^{0.515}), \]

where \( R \) is the number of rodents and \( D \) is the number of deer.

We assumed that each coefficient is a periodic function of time \( (t) \) with the same period of one year.

2.2. Estimation of the development rates

For the study of Ogden et al. (2005) temperature data from the Port Dover weather station were used, this station being the closest to Long Point Ontario where the field data used in model calibration were collected, and where field studies on tick seasonality allows validation. However, Port Dover weather station has closed, so in this study we used temperature data from the Delhi CDA station (obtained from the Environment Canada website: http://www.climate.weatheroffice.gc.ca) which is the currently functioning weather station that is closest to Long Point (latitude: 42 36’N; longitude: 80 05’W), so that we can provide simulations with more recent temperature data (temperature normal for 1971–2000). The distance from the Delhi CDA station to Long point is 28.254 km, obtained by the city distance calculator from the website: http://www.javascripter.net/math/calculators/distancecalculator.htm. Some earlier studies of ticks in the field suggest that as far as air temperatures affecting development are concerned, this spatial resolution is adequate (Ogden et al., 2004).

As described in the literature (Lindsay et al., 1998; Ogden et al., 2004), we assumed that the development rates of pre-oviposition period (POP), pre-eclosion period (PEP) and larva-to-nymph are temperature-dependent and development rates of nymph-to-adult are influenced by both temperature and temperature-independent diapause induced by photoperiodicity. Similarly questing activity was assumed to vary with temperature and as in Ogden et al. (2005) the host finding probabilities were varied according to temperature.

As in Ogden et al. (2005) we used the relationships between temperature and tick stage specific development duration derived from field-validated laboratory observations (Ogden et al., 2004)

\[ D_1(T) = 1300 \times T^{-1.42} \text{(time delay for the pre-oviposition period)}, \]
\[ D_2(T) = 34 \times 234 \times T^{-2.27} \text{(time delay for the pre-eclosion period of eggs)}, \]
\[ D_3(T) = 101 \times 181 \times T^{-2.55} \text{(time delay for engorged larva to questing nymph)}, \]
\[ D_4(T) = 1596 \times T^{-1.21} \text{(time delay for engorged nymph to questing adult)}, \]

where \( T \) is the temperature in Celsius (°C). Nymph-to-adult development rates are only determined by temperature for those nymphs that fed before mid-June; all nymphs that fed after mid-June entered diapause (which is temperature independent and likely daylength-induced Ogden et al., 2004) and molted on the same day of the next year, a day predicted by the temperature-development relationship, for nymphs feeding on December 31st of that year.

A key simplification here, compared to the model of Ogden et al. (2005), was that rather than accumulating daily proportions of development from one stage to another, the proportion of development for a particular day of the year (being the reciprocal of the relationship between duration of development and temperature on that day) became the proportion of ticks in a particular life stage that moved to the next life stage on that day, i.e. this became the coefficient (that varied for each day of the year according to temperature) for the rate of movement from engorged to molted ticks, engorged to egg-laying females and eggs to hatched larvae \((d_{12}(t), d_{23}(t), d_{34}(t) \text{ and } d_0(t))\). For the daily development rate \((d_0(t))\) of nymph-to-adult after the summer solstice, when temperature-independent diapause determines development time, the coefficient was the reciprocal of the estimated length of diapause for each day of the duration of diapause. As in Ogden et al. (2005) development was set at zero for all temperatures of 0 °C and below. While this method is not biologically accurate (no tick of any stage develops to the next stage without undergoing the full process of development lasting weeks to months), this simplification would allow development of a differential equation model, and in our validation we aimed to investigate whether this model was adequate or not.

Observations against field data (Ogden et al., 2005) suggested that this method did not produce realistic seasonality of nymphal ticks, so a modified method of calculating the daily rate \((d_0(t))\) at which ticks moved from the engorged larva state to the questing nymph state was used as described in the following. To estimate the larvae-to-nymph development rate for a specific day, temperature data points on that day and subsequent days were used. Suppose the temperature for day \(i\) is \(T_i\), then the development duration from engorged larvae to molted nymphs under condition of subsequent constant temperature for day \(i\) is \(D_3(T_i)\), which is calculated by the relationship between development and temperature (formula (4)). Therefore, the development proportion for day \(i\) is \(1/D_3(T_i)\). Similarly, the development proportion for day \(i+1\) is \(1/D_3(T_{i+1})\). When the sum of the accumulative proportion for subsequent \(n\) days:

\[ \sum_{j=1}^{n} \frac{1}{D_3(T_j)}, \]

equaled unity, we obtained a number \(n\) and then \(1/n\) was defined as the development rate of larva-to-nymph at the particular day \(i\).

The 1971–2000 temperature normals used are averages of 30 years data and presented as monthly means. While this was adequate for the mechanistic model of Ogden et al. (2005) we smoothed the temperature-driven periodic coefficients for development by Fourier analysis (see appendix) as shown in Fig. 2.

2.3. Basic reproduction number \((R_0)\)

The basic reproduction number \(R_0\) determines the threshold values at which the tick population model exhibits the change of stability of the tick-free state and the change of population dynamics from persistence to extinction (Diekmann and Heesterbeek, 2000; Wang and Zhao, 2008). More precisely, \(R_0 > 1\) implies the instability of the tick-free state and the persistence of ticks, while \(R_0 < 1\) implies the stability of the tick-free state and hence the extinction of the ticks. Hartemink et al. (2008) presented an approach to estimate the \(R_0\) of tick-borne infections by obtaining the dominant eigenvalue of the next generation matrix of their model equations. This technique is applicable to the case where parameters of the system are constant. Here, we used a recently developed general approach (Bacaër and Guernaoui, 2006; Wang and Zhao, 2008) to evaluate \(R_0\) for time periodic systems.
Table 2
The locations of meteorological stations from which temperature data were used in the simulations. Outcomes of simulations of the current model and that in Ogden et al. (2005) (respectively $R_0$ and numbers of feeding adult ticks ate equilibrium) are shown.

<table>
<thead>
<tr>
<th>Station</th>
<th>Location</th>
<th>Mean DD &gt; 0 °C</th>
<th>Resident tick (Y/N)</th>
<th>Maximum no. of FA at equilibrium</th>
<th>$R_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ontario</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point Pelee</td>
<td>41°57’N, 82°31’W</td>
<td>3791</td>
<td>Y</td>
<td>383</td>
<td>3.19</td>
</tr>
<tr>
<td>Chatham WCPC</td>
<td>42°23’N, 82°12’W</td>
<td>3911</td>
<td>N</td>
<td>409</td>
<td>3.65</td>
</tr>
<tr>
<td>New Glasgow</td>
<td>42°31’N, 81°38’W</td>
<td>3536</td>
<td>N</td>
<td>205</td>
<td>2.06</td>
</tr>
<tr>
<td>Port Stanley</td>
<td>42°40’N, 81°13’W</td>
<td>3315</td>
<td>N</td>
<td>164</td>
<td>1.50</td>
</tr>
<tr>
<td>Courtright</td>
<td>42°45’N, 82°27’W</td>
<td>3734</td>
<td>N</td>
<td>358</td>
<td>3.04</td>
</tr>
<tr>
<td>Delhi CDA</td>
<td>42°52’N, 80°33’W</td>
<td>3441</td>
<td>N</td>
<td>NA</td>
<td>2.04</td>
</tr>
<tr>
<td>London Airport</td>
<td>43°02’N, 81°09’W</td>
<td>3355</td>
<td>N</td>
<td>104</td>
<td>1.73</td>
</tr>
<tr>
<td>Exeter</td>
<td>43°21’N, 81°29’W</td>
<td>3336</td>
<td>N</td>
<td>100</td>
<td>1.71</td>
</tr>
<tr>
<td>Blyth</td>
<td>43°43’N, 81°23’W</td>
<td>3221</td>
<td>N</td>
<td>54</td>
<td>1.30</td>
</tr>
<tr>
<td>Hanover</td>
<td>44°07’N, 81°00’W</td>
<td>3100</td>
<td>N</td>
<td>23</td>
<td>1.01</td>
</tr>
<tr>
<td>Waupon Airport</td>
<td>44°45’N, 81°06’W</td>
<td>2959</td>
<td>N</td>
<td>0</td>
<td>0.71</td>
</tr>
<tr>
<td>South Baymouth</td>
<td>45°35’N, 82°01’W</td>
<td>2733</td>
<td>N</td>
<td>0</td>
<td>0.52</td>
</tr>
<tr>
<td>Timmins Airport</td>
<td>48°34’N, 81°23’W</td>
<td>2351</td>
<td>N</td>
<td>0</td>
<td>0.20</td>
</tr>
<tr>
<td>Cochrane</td>
<td>49°04’N, 81°02’W</td>
<td>2256</td>
<td>N</td>
<td>0</td>
<td>0.17</td>
</tr>
<tr>
<td>Kapuskasing CDA</td>
<td>49°24’N, 82°26’W</td>
<td>2317</td>
<td>N</td>
<td>0</td>
<td>0.19</td>
</tr>
<tr>
<td>Smoky Falls</td>
<td>50°04’N, 82°10’W</td>
<td>2283</td>
<td>N</td>
<td>0</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Quebec</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemmingford</td>
<td>45°04’N, 73°43’W</td>
<td>3076</td>
<td>N</td>
<td>87</td>
<td>1.61</td>
</tr>
<tr>
<td>St Anicet</td>
<td>45°08’N, 74°21’W</td>
<td>3167</td>
<td>N</td>
<td>126</td>
<td>1.86</td>
</tr>
<tr>
<td>Ilierville</td>
<td>45°20’N, 73°15’W</td>
<td>3131</td>
<td>N</td>
<td>117</td>
<td>1.80</td>
</tr>
<tr>
<td>Montreal McGill</td>
<td>45°30’N, 73°35’W</td>
<td>3409</td>
<td>N</td>
<td>288</td>
<td>2.84</td>
</tr>
<tr>
<td>Ste Thérése Ouest</td>
<td>45°39’N, 73°53’W</td>
<td>3000</td>
<td>N</td>
<td>70</td>
<td>1.50</td>
</tr>
<tr>
<td>St Janvier</td>
<td>45°44’N, 73°53’W</td>
<td>2860</td>
<td>N</td>
<td>24</td>
<td>1.19</td>
</tr>
<tr>
<td>Fleury</td>
<td>45°48’N, 73°00’W</td>
<td>2969</td>
<td>N</td>
<td>54</td>
<td>1.37</td>
</tr>
<tr>
<td>Sorel</td>
<td>46°02’N, 73°07’W</td>
<td>3095</td>
<td>N</td>
<td>129</td>
<td>1.94</td>
</tr>
<tr>
<td>St Côme</td>
<td>46°17’N, 73°45’W</td>
<td>2417</td>
<td>N</td>
<td>0</td>
<td>0.38</td>
</tr>
<tr>
<td>St Zenon</td>
<td>46°37’N, 73°52’W</td>
<td>2236</td>
<td>N</td>
<td>0</td>
<td>0.20</td>
</tr>
<tr>
<td>St Michel des Saints</td>
<td>46°41’N, 73°55’W</td>
<td>2392</td>
<td>N</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>Grande Anse</td>
<td>47°06’N, 72°56’W</td>
<td>2575</td>
<td>N</td>
<td>0</td>
<td>0.60</td>
</tr>
<tr>
<td>La Dore</td>
<td>48°46’N, 72°43’W</td>
<td>2264</td>
<td>N</td>
<td>0</td>
<td>0.26</td>
</tr>
<tr>
<td>Chapsais 2</td>
<td>49°47’N, 74°51’W</td>
<td>2001</td>
<td>N</td>
<td>0</td>
<td>0.11</td>
</tr>
</tbody>
</table>

DD: Degree days; FA: Feeding adults; $R_0$: The basic reproduction number; NA: Not available in Ogden et al. (2005).

Fig. 2. Development rates and host-attaching rates of I. scapularis ticks in a one year period. Blue lines represent development rates or host-attaching rates at each day of the year, calculated from the mean monthly normal temperature data of Delhi CDA for 1971-2000 periods. Red lines represent the development rates and host-attaching rates at each day of the year after smoothing by Fourier series. R² are shown. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
In the approach recently developed by Bacaër and Guernaoui (2006), Wang and Zhao (2008) the calculation of $R_0$ is determined by the system (1) linearized at the tick-free state given below:

\[
\begin{align*}
X_1 &= \frac{d}{dt}x_{12}(t)x_{12} - \mu_1(t)x_{11}, \\
X_2 &= p(t)f(0)x_1 - (d_2(t) + \mu_2(t))x_2, \\
X_3 &= d_2(t)x_2 - (d_3(t) + \mu_3(t))x_3, \\
X_4 &= d_3(t)x_3 - (d_4(t) + \mu_4(t))x_4, \\
X_5 &= d_4(t)x_4 - (d_5(t) + \mu_5(t,0))x_5, \\
X_6 &= d_5(t)x_5 - (d_6(t) + \mu_6(t))x_6, \\
X_7 &= d_6(t)x_6 - (d_7(t) + \mu_7(t))x_7, \\
X_8 &= d_7(t)x_7 - (d_8(t) + \mu_8(t))x_8, \\
X_9 &= d_8(t)x_8 - (d_9(t) + \mu_9(t))x_9, \\
X_{10} &= d_9(t)x_9 - (d_{10}(t) + \mu_{10}(t))x_{10}, \\
X_{11} &= \frac{d}{dt}x_{11}(t)x_{11} - (d_{11}(t) + \mu_{11}(t,0))x_{11}, \\
X_{12} &= d_{11}(t)x_{11} - (d_{12}(t) + \mu_{12}(t))x_{12}.
\end{align*}
\]

(6)

The basic reproduction number describes the net reproduction (birth rate minus death rate) per generation when the tick population is small (near the tick-free state). However, since the tick population is stratified by development stages, the calculation of $R_0$ requires the separation of the processes of birth, development and death. As such, we first introduce the birth matrix $F(t) = (f_{ij}(t))_{12 \times 12}$, where $f_{ij}(t) = p(t)f(0)$ and $f_{ij}(t) = 0$ if $i,j \neq (1,1)$. We also need to introduce the progressive matrix $V(t) = V^+(t) - V^-(t)$, with $V^+(t)$ and $V^-(t) = [V_1^+(t) \ V_2^+(t)]$ denoting the input and output to a particular tick stage due to development or natural death. These are given by

\[
\begin{align*}
V^+(t) &= \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & d_1(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & d_1(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & d_2(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & d_2(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & d_3(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & d_3(t) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & d_4(t) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_4(t) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_5(t) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_5(t) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_6(t) \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\end{align*}
\]

and

\[
\begin{align*}
V^-(t) &= \begin{pmatrix}
\mu_1(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & d_2(t) + \mu_2(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & d_2(t) + \mu_2(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & d_3(t) + \mu_3(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & d_3(t) + \mu_3(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & d_4(t) + \mu_4(t,0) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & d_4(t) + \mu_4(t,0) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & d_5(t) + \mu_5(t,0) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_5(t) + \mu_5(t,0) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_6(t) + \mu_6(t) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_6(t) + \mu_6(t) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & d_7(t) \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\end{align*}
\]

In the above progressive matrices, $V_{1+}^+(t)$ is the input (development) rate of the ticks from the $x_1$-stage to the $x_2$-stage, and $V_{1+}^-(t)$ is the output rate at which ticks at the $x_2$-stage move out to the $x_1$-stage, or die.

With these matrix notations, we can rewrite the linear system (6) as

\[
\frac{dx(t)}{dt} = (F(t) - V(t))x(t).
\]

Whether the tick population grows or decays over time is determined by how the population is (dynamically) transferred from the beginning to the end of a year. The growth or decay rate of the tick population is determined by the transfer rate. To calculate this transfer rate, we need to study the so-called fundamental matrix solution of the above linear periodic system.

These are the solutions of the linear system with special initial conditions (see Hale, 1980) so that all other solutions with arbitrarily given initial condition can be expressed analytically in terms of the fundamental matrix solution and the initial condition. The work in Bacaër and Guernaoui (2006) and Wang and Zhao (2008) develops a general approach that ties the fundamental matrix solution of the above linear system and the growth or decay rate of tick population to the evolution operator $Y(t,s), t \leq s$, of the linear periodic system $y' = -V(t)y$. This operator is defined as follows: for each $s \in \mathbb{R}$, the $12 \times 12$ matrix $Y(t,s)$ satisfies

\[
\frac{d}{dt}Y(t,s) = -V(t)Y(t,s) \quad \forall t \geq s, \quad Y(s,s) = I,
\]

where $I$ is the $12 \times 12$ identity matrix. To relate to the basic reproduction number, we let $C_T$ denote the collection of all possible initial tick populations distributed over the period $[0,T]$-the set of all continuous periodic functions from $[0,T]$ to $\mathbb{R}^{12}$ equipped with certain mathematical structures such as the super-norm. For a fixed initial tick population distribution $\phi \in C_T$, $F(s)\phi(s)$ is the rate of new ticks produced by the initial ticks who were introduced at time $s$, and $Y(t,s)F(s)\phi(s)$ represents the distribution of those ticks who were newly produced at time $s$ and remained alive at time $t$ for $t \geq s$. Hence

\[
\psi(t) = \int_{-\infty}^{t} Y(t,s)F(s)\phi(s) \ ds = \int_{0}^{\infty} Y(t,t-a)F(t-a)\phi(t-a) \ da
\]

is the distribution of accumulated ticks at time $t$ produced by all those ticks $\phi(s)$ introduced at the previous time. This naturally leads to the linear operator $L : C_T \rightarrow C_T$ given by

\[
(L\phi)(t) = \int_{0}^{\infty} Y(t,t-a)F(t-a)\phi(t-a) \ da \ \forall t \in \mathbb{R}, \phi \in C_T.
\]

It then follows from Wang and Zhao (2008) that $L$ is the next generation operator, and the basic reproduction number is $R_0 = \rho(L)$, the spectral radius of $L$.

### 2.4. Sensitivity analysis

To assess the sensitivity of model outcomes to variations in each parameter we carried out a global sensitivity analysis with the Monte Carlo-based Latin Hypercube Sampling (LHS) variance method (Mckay et al., 1979; Marino et al., 2008) using the $R_0$ as the outcome variable. All the parameters in the investigation are changed by 20% from their start values and then 600 simulations were run. Sensitivity to each given parameter was measured by the partial rank correlation coefficient (PRCC) between the parameter and the outcome variable ($R_0$).
2.5. Simulation and validation

We performed model simulations using temperature data (mean monthly temperature normal data for the period 1971–2000) from 16 meteorological stations in southern Ontario and 14 meteorological stations in Quebec. In each case, the mean temperature threshold condition, namely the cumulative degree days above 0 °C for each meteorological station and an index of the number of ticks at model equilibrium, was calculated from the simulations of the model of Ogden et al. (2005). From these latter data, Ogden et al. (2005) produced a graph of the relationship between the cumulative degree days above 0 °C for each meteorological station and an index of the numbers of ticks at model equilibrium. By finding the x-axis intercept of the fitted regression line the temperature conditions at which the number of ticks was zero in the model were determined. This graph was reproduced and compared with the values obtained for the same locations using simulations of the model developed here. We also compared the seasonality of tick activity produced by the new model and the model in Ogden et al. (2005).

2.6. Mapping

A map of values > 1 in Canada east of the Rocky Mountains (a different tick species transmits Lyme west of these) was prepared using the relationship between and temperature conditions (using cumulative annual degree-days > 0 °C [DD > 0 °C] as an index) estimated from the simulations for meteorological stations in Quebec (which provides a more cautious assessment of risk of I. scapularis invasion-see results section) as described above. The method used was similar to that described in Ogden et al. (2008b): DD > 0 °C values were obtained for 2368 meteorological stations that had data for > 15 years during the period 1971–2000 and these values were converted to values according to the relationship described above, and then values were interpolated by inverse distance weighting across a 4 × 4 km pixelated landscape with pixel size 4 × 4 km.

3. Results

3.1. Model simulations

There was considerable concurrence in the outcomes of simulations by the modified model and the model of Ogden et al. (2005). values for I. scapularis at Long Point, Point Pelee and Chatham, sites where I. scapularis populations were known to be established during the period 1971–2000, was estimated at 1, 3.19 and 3.65, respectively (Table 2). The temperature conditions identified by the two models as being those at which (i.e. threshold conditions for tick population persistence) were effectively identical at 3100 DD > 0 °C (Fig. 3). The relationship between and DD > 0 °C was essentially linear and, as in Ogden et al. (2005) slightly different for Ontario and Quebec (values 0.0033DD > 0 °C–9.358 and values 0.003DD > 0 °C–7.551, respectively). Based on the aforementioned relationship between and temperature conditions estimated from the simulations for meteorological stations, an map for Canada was developed (Fig. 4). Simulated seasonality of ticks by the two models were also similar (Fig. 6).

3.2. Sensitivity analysis

Fig. 5 presents the Partial Rank Correlation Coefficients (PRCC) for each parameter used in the sensitivity analysis that, in turn, explains the sensitivity of the value to each parameter. The model was particularly sensitive (absolute PRCC > 0.7) to changes in summer (July, August, June) mean temperatures and host abundance of immature ticks. was moderately sensitive to development rates of feeding ticks and mortalities of immature questing ticks. was particularly insensitive to mean temperatures in April/October/November, mortalities of engorged/questing adults, mortalities of hardening larvae, number of deer (absolute PRCC < 0.2). Table 3 lists parameters in a descending order of importance.

4. Discussion

Our study applies a new mathematical approach to predict the survival and occurrence of the tick vector of Lyme disease, and by inference the spread of Lyme disease risk, using a direct approach.

Models of vectors and vector-borne diseases (including ticks and tick-borne pathogens) include those that aim to explore theoretically the behaviors of the systems, which may or may not use as an index of the relative contributions or effects of different model parameters (e.g. Norman et al., 1999; Schmidt and Ostfeld, 2001; Rosá et al., 2003; Rosá and Pugliese, 2007; Randolph et al., 1999; Caraco et al., 2002; Ghosh and Pugliese, 2004; Foppa, 2005; Hartemink et al., 2008); and simulation models that aim to explicitly simulate aspects of the biology of vectors and vector-borne disease systems as accurately as possible (e.g. Mount and Haile, 1989; Mount et al., 1997; Porco, 1999; Ogden et al., 2005; Dobson et al., 2011). The outcomes of the latter models have been used to produce predictive and risk assessment tools for practical animal health and public health decision-making. Examples include risk maps for Lyme disease, Bluetongue virus and Leishmaniasis (e.g. Hartemink et al., 2008, 2009, 2011), but none to date have been able to produce maps using a dynamical version of .

Here we have developed a relatively highly parameterized model that employs the next generation matrix approach to obtain values for in complex systems with multiple differential (Dobson 2004); Hartemink et al. (2008, 2011) and Hartemink et al. (2008, 2011). Special attention had to be made to ensure that the simplification of the mechanistic model of Ogden et al. (2005) allowed retention of a key feature— a realistic modeling of the effect of temperature on total tick mortality indirectly induced by variations in the length of the tick lifecycle.
Both models produce near identical results in terms of identifying the temperature conditions at which $R_0$ falls below unity, i.e. they identify threshold environmental conditions for survival of the tick *I. scapularis*, which is a prerequisite for Lyme disease risk emergence. However using the model developed here we can obtain and map direct estimates for $R_0$ for *I. scapularis*. As a consequence we could produce an $R_0$ map for *I. scapularis* for regions of Canada east of the Rocky Mountains (although this assumes habitat in terms of host community and off-host tick survival is constant). The geographic extent of territory where $R_0 > 1$ is similar to that for the map generated by the model of Ogden et al. (2005) although the $R_0$ map immediately provides a gradient of suitability above $R_0 = 1$. To our knowledge this is the first $R_0$ map for an arthropod tick vector.

Sensitivity analysis produced expected results. Because *I. scapularis* is an obligate parasite, host densities have a strong effect on tick abundance although deer abundance must fall below a certain threshold before the abundance of ticks falls significantly (Ogden et al., 2007). Also, variations in temperature conditions during the warmer months have a greater effect on $R_0$ than changes during the coolest months because of the non-linear relationship between temperature and tick development rates (Ogden et al., 2004). This is also the reason why the relationships between $R_0$ and $DD > 0 \degree C$ are slightly different for simulations in southern Quebec and southern Ontario: summers are shorter but warmer in southern Quebec and $R_0$ is rather higher than in southern Ontario for locations having the same $DD > 0 \degree C$ values.

The accuracy of the model developed here was demonstrated by the model’s ability to identify a threshold temperature condition for tick population persistence of 3100 $DD > 0 \degree C$, which was the same as that identified by the model of Ogden et al. (2005). This value has been extensively validated in the field against the locations of confirmed endemic populations of *I. scapularis* (Ogden et al., 2008b). The appropriateness of our approach was also demonstrated by the ability of the model to simulate tick seasonality expected in northeastern North America (Ogden et al., 2005). The model was also, however, able to quantify relationships between temperature and $R_0$. When $DD > 0 \degree C$ was greater than the threshold condition for $R_0 = 1$, $R_0$ increased by approximately 0.5 for every 100 increase in $DD > 0 \degree C$ (see Fig. 3) although this will vary with a number of model parameters such as host finding rates and host densities (Ogden et al., 2005). Subsequent empirical and field-observation studies have underlined the importance of temperature as a driver of establishment of *I. scapularis* (Ogden et al., 2010; Leighton et al., 2012), and future studies must aim to precisely model effects of climate change on $R_0$ for *I. scapularis*. Nevertheless, we have developed here a methodology for estimating $R_0$ for ticks that can be used for practical animal and public health purposes.

The model presented here was parameterized in mostly the same way, and with the same values, as the model in Ogden et al. (2005), and the impact of variation in these on tick survival and abundance were explored in that paper as well as here. The factors affecting the threshold temperature conditions for $R_0 > 1$ are (and were) the relationship between temperature and development rates, and the per-capita daily mortality rates of free-living ticks (Ogden et al., 2005). As mentioned in Ogden et al. (2005) variations in the former could occur with different genotypes of *I. scapularis* although we have no evidence for that.
Variations in the latter could occur due to the characteristics of the habitats in which the ticks live, so for some locations the map in Fig. 4 may rather over or under estimate risk (see Ogden et al., 2006a for details). Above the threshold conditions for $R_0 \geq 1$, the magnitude of the relationship between $R_0$ and $DD > 0$°C (and the abundance of ticks at equilibrium in Ogden et al., 2005) depend on parameters such as host finding rates and host densities and these will vary from one location to the next according to different ecological conditions, but these factors will vary at a scale that is too fine for visualization at a national scale. They may well be very significant at a local, operational scale, however. Stochastic effects are not included in the model because of lack of information on which to parameterize them. Therefore, the model in this paper estimates the main macroclimatic influence on possible tick population occurrence in Canada upon which more local variations in ecological conditions will be superimposed to determine $R_0$ at these more precise locations. It would be expected that at marginal temperature conditions, stochastic events could drive recently established populations to extinction, but ticks are constantly re-introduced by migratory birds and other hosts to re-establish populations (Ogden et al., 2008a, 2008b) so stochastic fade out of tick populations would likely be only temporary in southern Canada. Furthermore, tick populations are resilient to wide temperature and humidity variations on a short (day-to-year) time scale because ticks actively seek effective refugia from climatic extremes in the surface layers of the forest floor, and there is latency in changes in development rates in response to fluctuations in temperatures (Ogden et al., 2004).

The methodology developed here can be expanded to directly model the effects on $R_0$ for the agent of Lyme disease, Borrelia burgdorferi, of a greater range of environmental factors that determine Lyme disease risk establishment such as host densities, community structure, habitat effects on tick mortality, and immigration rates for ticks and B. burgdorferi. It could also be adapted for other tick species in other parts of the world.

5. Conclusion

We have developed a methodology for modelling the biology of the tick vector of Lyme disease to produce a value for $R_0$ according to ambient temperature conditions. It can also be adapted to investigate how $R_0$ may vary with other environmental variables such as host densities and habitat effects on tick mortality. The model can be used directly to assess the risk from emerging Lyme disease in Canada (and elsewhere) that will allow more effective planning of public health policy, and development/evaluation of preventive and control strategies. While the precise parameterizations of the model is relevant for Canada and the northeastern USA, the methodology is applicable to other tick species elsewhere in the world. This tool is particularly powerful by providing a value for $R_0$, which is the universally accepted value translatable to all branches of epidemiology including those involved in vector borne diseases (The malERA Consultative Group on Model partners in vector borne diseases (The malERA Consultative Group on Model partnerships in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model in vector borne diseases (The malERA Consultative Group on Model (2011) and emerging infectious diseases (e.g. Webb et al., 2004; Gumel et al., 2004; Ferguson et al., 2005; Smith et al., 2007; Fraser et al., 2009). In the process we have produced estimates of $R_0$ for locations in Canada where I. scapularis is established, and produced the first $R_0$ map for an arthropod vector.
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Appendix A. Fourier series analysis

In our model, there are seven periodic coefficients to be determined for the given meteorological stations for the 1971–2000 period: \(d_{l2}(t), d_{n2}(t), d_{a2}(t)\) (development rates of POP, PEP, larva-to-nymph and nymph-to-adult, respectively) and \(d_{l1}(t), d_{n1}(t)\) (host attaching rates of larvae, nymphs and adults, respectively). The host attaching rates are given by the following relationship

\[
d_{l1}(t) = \lambda_{l1} \times \theta_l(t), \quad d_{n1}(t) = \lambda_{n1} \times \theta_n(t), \quad d_{a1}(t) = \lambda_{a1} \times \theta_a(t),
\]

(A1)

with \(\theta_l(t), \theta_n(t), \theta_a(t)\) being the respective activity proportions of immature and adult ticks which depend on temperature (Fig. A1).

The following "7th order Fourier series" was employed to estimate the seven periodic coefficients of the tick stage and seasonally specific development and activity

\[
f(t) = c_0 + \sum_{i=1}^{7} \left( a_i \sin \frac{2\pi t}{365} + b_i \cos \frac{2\pi t}{365} \right).
\]

(A2)

MATLAB (R2010a) was used for the Fourier series analysis by fitting the tick data into the Eq. (A2). For instance, Fig. 2 presents the fitted development rates of POP, PEP, larva-to-nymph and nymph-to-adult at Delhi CDA meteorological station for the 1971–2000 periods, the detailed periodic functions are presented in the following subsection.

Appendix B. Periodic functions at Delhi CDA meteorological station for the 1971–2000 periods

In what follows, we used \( t(m365) \) to denote the modular after division \( (t/365) \). The periodic developmental rate of POP is given by

\[
d_{l2}(t) = \frac{\text{sign}(t(m365)-47.8683)(358.9047-(t(m365)))+1}{2} \times f_1(t),
\]

where

\[
f_1(t) = c_0 + \sum_{i=1}^{7} \left( a_i \sin \frac{2\pi t}{365} + b_i \cos \frac{2\pi t}{365} \right),
\]

\[
c_0 = 0.02139, \quad a_1 = -0.01048, \quad b_1 = -0.02676, \quad a_2 = 0.004188, \quad b_2 = 0.005002, \quad a_3 = 0.000749, \quad b_3 = 0.00054, \quad a_4 = 0.000213, \quad b_4 = -0.000291, \quad a_5 = -0.000038, \quad b_5 = -0.000159, \quad a_6 = -0.000188, \quad b_6 = 0.000140, \quad a_7 = -0.000088, \quad b_7 = 0.0000139;
\]

the periodic developmental rate of PEP is given by

\[
d_{n2}(t) = \frac{\text{sign}(t(m365)-35.8068)(355.5969-(t(m365)))+1}{2} \times f_2(t),
\]

where

\[
f_2(t) = c_0 + \sum_{i=1}^{7} \left( a_i \sin \frac{2\pi t}{365} + b_i \cos \frac{2\pi t}{365} \right),
\]

\[
c_0 = 0.009975, \quad a_1 = -0.005363, \quad b_1 = -0.01394, \quad a_2 = 0.003866, \quad b_2 = 0.004296, \quad a_3 = -0.006559, \quad b_3 = 0.000245, \quad a_4 = -0.000099, \quad b_4 = -0.000123, \quad a_5 = 0.000031, \quad b_5 = 0.000007, \quad a_6 = -0.000023, \quad b_6 = 0.000091, \quad a_7 = -0.000004, \quad b_7 = 0.000079;
\]

the periodic developmental rate of larva-to-nymph is given by

\[
d_{l1}(t) = \frac{\text{sign}(t(m365)-53.3081)(351.8854-(t(m365)))+1}{2} \times f_3(t),
\]
the periodical developmental rate of nymph-to-adult is given by
\[ d_0(t) = \frac{\sin(\pi t m365) - 51.2829 \times 347.4252 \times (t - m365))}{2} \times f_3(t), \]
where
\[ f_3(t) = c_0 + \sum_{i=1}^{5} a_i \sin \left( \frac{2i \pi t}{365} \right) + b_i \cos \left( \frac{2i \pi t}{365} \right), \]
\[ c_0 = 0.006907, \quad a_1 = 0.001712, \quad b_1 = -0.008659, \quad a_2 = -0.003768, \]
\[ b_2 = 0.002882, \quad a_3 = 0.000717, \quad b_3 = -0.001127, \quad a_4 = 0.000972, \]
\[ b_4 = 0.00057, \quad a_5 = -0.000664, \quad b_5 = -0.001115, \quad a_6 = -0.000401, \]
\[ b_6 = 0.000036, \quad a_7 = 0.000797, \quad a_8 = 0.000665; \]

the periodical host attaching rate of immature (larva, nymph) \( d_4(t) \) is given by
\[ d_4(t) = \frac{\sin(\pi t m365) - 106.9692 \times 315.0422 \times (t - m365))}{2} \times f_4(t), \]
where
\[ f_4(t) = c_0 + \sum_{i=1}^{5} a_i \sin \left( \frac{2i \pi t}{365} \right) + b_i \cos \left( \frac{2i \pi t}{365} \right), \]
\[ c_0 = 0.005122, \quad a_1 = 0.001326, \quad b_1 = -0.00574, \quad a_2 = -0.004511, \]
\[ b_2 = 0.001516, \quad a_3 = 0.002741, \quad b_3 = -0.006688, \quad a_4 = 0.001363, \]
\[ b_4 = -0.000306, \quad a_5 = 0.00155, \quad b_5 = -0.004842, \quad a_6 = -0.000972, \]
\[ b_6 = 0.001277, \quad a_7 = 0.001129, \quad b_7 = 8.877e-05; \]

and the periodical host finding rate of adults is given by
\[ d_5(t) = \frac{\sin(\pi t m365) - 74.2957 \times (t - m365))}{2} \times f_5(t), \]
where
\[ f_5(t) = c_0 + \sum_{i=1}^{5} a_i \sin \left( \frac{2i \pi t}{365} \right) + b_i \cos \left( \frac{2i \pi t}{365} \right), \]
\[ c_0 = 0.1077, \quad a_1 = -0.008856, \quad b_1 = 0.007085, \quad a_2 = -0.1382, \]
\[ b_2 = -0.0115, \quad a_3 = -0.006598, \quad b_3 = -0.005471, \quad a_4 = 0.09107, \]
\[ b_4 = -0.01059, \quad a_5 = 0.006597, \quad b_5 = -0.007067, \quad a_6 = -0.02838, \]
\[ b_6 = -0.002206, \quad a_7 = 0.001399, \quad b_7 = 0.005272. \]


